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Who We Are

The Responsible AI Institute (RAI Institute) is dedicated 
to enabling successful responsible AI efforts in organizations.
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The ‘what’ and ‘why’ behind RAI



Why is AI
Everywhere?

AI went mainstream

Generative AI and the 
proliferation of easy 
to use tools like ChatGPT

It’s hyped, but not that much

It is the technological revolution 
of this era. We are in the dial up 
stage of the internet 

Democratization Means Scale
 
The increased use of AI tools 
means that more things related 
to AI are – some good, some 
bad

Legislation and Regulation

Conversations around 
guardrails, regulation and 
legislation are accelerating 
to address the need

It’s Emotional! 

AI makes us fundamentally 
question what makes us human 
and our fear of being obsolete 



A computer program used for bail and 
sentencing decisions was labeled biased 

against blacks

AI will have a positive impact  
But there is fear that …

Wrongfully Accused by an Algorithm, NYT

Wrongfully Accused 
by an Algorithm

It hurts people

Incorrect identification 
through facial recognition

Biased predictions for jail 
sentences, insurance rates, 
access to credit, or health 
treatments

Machine Bias, ProPublica

It doesn’t see us

MIT Technology Review

It’s used without our 
knowledge or permission

Gender and other minority 
bias for hiring practices 

Lack of recognition by 
computer for people with 
disabilities, women, people 
of colour, or other groups

Contact tracing apps for 
health 

Complex terms of service 
agreements 

Automated purchases 
through voice recognition 
systems

Broken promises: How Singapore lost trust 
on contact tracing privacy

https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.technologyreview.com/2021/01/11/1016004/singapore-tracetogether-contact-tracing-police/


Harm Happens in Different Ways

Harm types Definitions Example

Unintended Harms arising from AI 
systems behaving in 
unintended ways.

• Automated decisioning tools discriminate against certain populations for 
mortgage lending or property rentals.

• Lack of calibration in automated lending models limiting credit to homosexual 
couples. 

Intentional Harms arising from 
intentional trade-offs, 
risk taking, or malicious 
uses of AI. 

• Calibration of a hiring models ignores maternity or paternity leaves in their 
analysis and discards candidates for employment gap.

• Microtargeting during elections greatly shifts public opinion and election results 
to favor a candidate. 

Systemic Unintended 
consequences from the 
deployment of 
technology that shape 
the broader environment 
and society.

• Job advertisements are presented to and attract only particular demographics.
• Lack of credit history for minority/low-income groups leads to inequality in 

lending and increases the wealth gap.
• AI-driven layoffs disproportionately affect minority workers more frequently, 

leading to increased job displacement.

















Public Trust in AI is Low

Trust in Artificial Intelligence, KPMG and the 
University of Queensland

Tech for Good: A Canadian Perspective, Institut de Publique Sondage d'Opinion Secteur (IPSOS)

https://assets.kpmg/content/dam/kpmg/au/pdf/2021/trust-in-ai-multiple-countries.pdf
https://assets.kpmg/content/dam/kpmg/au/pdf/2021/trust-in-ai-multiple-countries.pdf
https://www.ipsos.com/sites/default/files/ct/publication/documents/2018-06/public-perspectives-tech-for-good-canadanext.pdf


● There has been a significant 
demand from companies, 
academics, and governments 
for understanding RAI. 

● Soft law instruments - 
reports, research, principles, 
documents, and tools - have 
emerged in response.

● While lots of good advice is 
readily available, it is difficult 
to navigate what to do and 
how to implement. 

Evolving RAI Best Practices Landscape



● Governments globally have 
formalized national, regional 
and global approaches to AI, 
including accompanying 
policies and legislation. 

● These hard law instruments 
are care binding and 
enforceable within the 
scoped jurisdictions.

● Failure to recognize 
constraining forces of AI for 
effective regulation. 

Evolving RAI Legislation Landscape



“

Responsible AI practices can help align the decisions about AI system 
design, development, and uses with intended aim and values. Core 

concepts in responsible AI emphasize human centricity, social 
responsibility, and sustainability.

NIST AI RMF

Defining Responsible AI



Key Action Items and Considerations



“
No AI values without accompanying procedures. 

No accompanying procedures without metrics and controls.
No effective metrics and controls without adequate assurance.
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Building a Resilient Responsible AI Practice

01
Corporate Principles/ Values
• Commitment to Responsible Innovation 
• ESG 
• Operating Principles

AI Principles
• RAI Principles
• Framework

Implementation
• Strategies
• Measurements
• Tactics
• Workstreams

02

03



Ways RAI Institute Conformity Assessment Is Used

Third Party
For high risk systems

Certify

Formal review of AI system  
by accredited Certification 

Body leading to a RAI 
Institute Certification mark

First Party
For low risk systems

Internal self-assessment of 
AI system

Best used in the design 
phase as a health check or 

check list

Evaluate

Second Party
 For medium risk systems

Validate

Second party assessment of 
AI system with robust 

recommendations report

Delivered via workshop by 
RAI Institute or Delivery 

Partner





Responsible AI is a Journey
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Here Is What Leaders Are Doing 

They communicate 
and leverage their 
commitment to all 

stakeholders

Best practices and 
processes are 
expanded and 

consistent 

They closely 
track regulation and 

are proactively 
preparing

They are conducting 
assessments when 
building, buying or 

supplying AI

Assessing Tracking Scaling Communicating



Questions? 
Thank you! 

For more updates, connect with the Responsible AI Institute at:

www.responsible.ai 

@ResponsibleAI

Responsible AI Institute

http://www.responsible.ai

